
Chapter 10
Deontic Logic

Jan Broersen, Dov Gabbay, Andreas Herzig, Emiliano Lorini,
John-Jules Meyer, Xavier Parent, and Leendert van der Torre

10.1 Introduction

The chapter is organized in ten sections, each of them presenting a fundamental
issue or problem in the area of deontic logic. Section 10.2 is about the issue of
norms and truth, i.e., whether norms should have truth value. It opposes deontic
logic viewed as a logic of normative propositions to deontic logic viewed as
a logic of imperatives. Section 10.3 deals with the problem of contrary-to-duty
(CTD) reasoning while Sect. 10.4 is about the problem of normative conflicts, i.e.,
how a logic of norms can represent conflicting obligations both syntactically and
semantically. Section 10.5 focuses on the issue of norm revision relating it to
the problem of belief revision as studied in the classical approach of Alchourron,
Gardenfors and Makinson (AGM). Sections 10.6 and 10.7 consider two fundamental
problems in the logical representation of norms, namely the logical representation
of the temporal aspects of norms and the logical representation of norms about
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actions (as opposed to norms about states of affairs). Section 10.8 touches on
the issue of the relationship between norms and games and, in particular, the
problem of the relationship between norms and agents’ preferences and the problem
of how norms are created through agreement. In Sect. 10.9 the problem of the
representation of permissive norms is discussed, while Sect. 10.10 deals with the
issue of the relationship between norms and mental attitudes such as beliefs,
knowledge, preferences and intentions. Finally, Sect. 10.11 discusses the classical
distinction between regulative rules and constitutive rules.

10.2 Norm Without Truth

The first problem is to reconstruct deontic logic in accordance with the idea that
norms are neither true nor false. There are two approaches.

The mainstream approach is to reconstruct deontic logic as a logic of normative
propositions. The idea is that, though norms are neither true nor false, one may state
that (according to the norms), something ought to be done: the statement “John
ought to leave the room” is, then, a true or false description of a normative situation.
Such a statement is usually called a normative proposition, as distinguished from a
norm. The Input/Output (I/O) framework of Makinson and van der Torre (2000), and
the bi-modal system NOBL due to Åqvist (2008), are two different reconstructions
of deontic logic as a logic of normative propositions, thus conceived.

The other approach consists of reconstructing deontic logic as a logic of
imperatives. This approach is documented in Hansen (2005, 2008), to which the
reader is referred for further details.

10.3 Reasoning About Norm Violation

The question of how to deal with violations and obligations resulting from violations
is known as the problem of contrary-to-duty (CTD) reasoning (Chisholm 1963). It
is of key importance to the analysis of multi-agent systems. Agents are supposed
to be autonomous normative entities. So, they must be able to take into account the
existence of social norms in their decisions (either to follow or violate the latter
norms). Sanctions are also needed to increase the degree of predictibility of the
system (Castelfranchi et al. 2000). Since SDL1 was criticized for not being able
to deal with CTD duties, the issue of CTD has not disappeared from the stage
of deontic logic. New standards have been developed in order to make deontic
logic suitable for application to the analysis of normative multi-agent systems.

1SDL stands for “Standard Deontic Logic”. This is a misnomer, because it is no longer considered
a standard.
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These standards are documented in Hansson (1969), Loewer and Belzer (1983),
Prakken and Sergot (1997), van der Torre and Tan (1997), Carmo and Jones (2002),
Makinson and van der Torre (2001) and Parent (2003).

10.4 Normative Conflicts

There are two main questions here. The first one is: how can deontic logic
accommodate possible conflicts between norms? The first systems of deontic logic
precluded the possibility of any such conflict. This makes them unsuitable as a
tool for analyzing normative reasoning. Different ways to accommodate normative
conflicts have been studied over the last 15 years. A comparative study of them can
be found in Goble (2007).

The second question is: how can the resolution of conflicts amongst norms be
semantically modeled? An intuitively appealing modeling approach involves using
a priority relation defined on norms. There have been several proposals to this effect,
and the reader is referred to the discussions in Boella and van der Torre (2003),
Hansen (2005, 2008), Horty (2007) and Parent (2010, 2011). An open question
is whether tools developed for so-called non-monotonic reasoning are suitable for
obligations and permissions.

10.5 Revision of a Set of Norms

Alchourrón and Makinson were the first to study the changes of a legal code
(Alchourrón and Makinson 1981, 1982). The question is: how to revise a set of
regulations or obligations? Does belief revision (as modelled by the so-called AGM
model (Alchourrón et al. 1985)) offer a satisfactory framework for norms revision?

Some of the AGM axioms seem to be rational requirements in a legal context,
whereas they have been criticized when imposed on belief change operators. An
example is the success postulate, requiring that a new input must always be accepted
in the belief set. It is reasonable to impose such a requirement when we wish to
enforce a new norm or obligation. However, it gives rise to irrational behaviors
when imposed to a belief set, as observed for instance in Gabbay et al. (2003).

On the other hand, when we turn to a proper representation of norms, like in
the input/output logic framework, the AGM principles prove to be too general to
deal with the revision of a normative system. For example, one difference between
revising a set of propositions and revising a set of regulations (pointed out in Boella
et al. 2009) is the following: when a new norm is added, coherence may be restored
modifying some of the existing norms, not necessarily retracting any of them.

Another type of change that has been studied in deontic logic is the aggregation
of regulations (Booth et al. 2006; Cholvy and Cuppens 1999; Grégoire 2004).
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10.6 Time

Most formalisms do not have temporal operators in the object language, nor do they
have, in their standard formulation, an interpretation in temporal models. Yet for
several scenarios and decisions involving deontic reasoning, the temporal aspect of
the reasoning seems crucial, and several researchers have sought to study logics for
the interactions between temporal and deontic modalities. The research question is:
what is the relation between deontic conditionals and temporal deontic modalities?

Two natural concepts to be considered are ‘validity time’ and ‘reference time’
of an obligation, prohibition or permission. The validity time is the point in time
where a deontic modality is true (surpassing the issue of Sect. 10.2 here we simply
assume normative modalities have truth values relative to some coherent body of
norms that is left implicit) and the reference time is the point in time the obligation,
prohibition or permission applies to. For instance, we can have the obligation now
(validity time) to show up at the dentist’s tomorrow (reference time).

Systems dealing with these temporal differences have been studied, for instance,
in Åqvist and Hoepelman (1981) and Thomason (1981). Subtleties in expressing
deontic temporal statements involving deontic deadlines have been studied in
Broersen et al. (2004) and Broersen (2006).

10.7 Action

We often think of deontic modalities as applying to actions instead of states of
affairs. The problems arising in this area are the following: how do we combine
deontic modalities with action modalities? How do deontic and action modalities
interact. Which action formalisms are best suited for a deontic extension?

Two approaches to deontic action logic prominent in the literature are dynamic
deontic logic (Meyer 1988) and deontic stit logic (Horty 2001). In dynamic deontic
logic normative modalities are reduced to dynamic logic action modalities by using
violation constants. Prohibition, for instance, is modeled as the dynamic logic
conditional assertion that if the action is executed, a violation will occur. In deontic
stit logic, the perspective on action is different. Where in dynamic logic actions
are objects that are given proper names in the object language, in stit logic actions
derive their identity from the agent(s) executing them and the effect they achieve.
This allows for a proper theory of agency, ability and joint ability. In Horty (2001)
normativity is introduced in stit theory by means of a deontic ideality ordering. But
the alternative of violation constants has also been used in the stit context (Bartha
1993; Broersen 2011). A perspective that is symmetric to violation constants is
taken in Herzig et al. (2011a) where a dynamic logic is introduced that has special
constants encoding an agent’s permissions to perform actions (and these deontic
abilities are opposed to constants encoding an agent’s ontic or non-deontic abilities).
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10.8 Norm Emergence and Games

To understand why a norm emerges in an agent society, one has to understand in
what sense norms are related to the social preferences and abilities of coalitions
of agents. This is the setting of game theory (see also Chap. 12). In deontic logic
we distinguish between situations where norms are likely to be in-line with the
individual preference, like in coordination problems, and situations where norms,
once established, are likely to oppose the preferences of individuals.

Broersen et al. (2008) models the dependency of socially optimal norms on the
underlying preferences, in the context of Coalition Logic (Pauly 2002). There it is
assumed that the reachability of outcomes that are optimal for the whole group gives
rise to a social norm saying that sub-groups should not pursue their own best interest
if that conflicts with the group’s interest. There are close connections with other
work in deontic logic (Kooi and Tamminga 2008) that have to be explored. Open
questions include the generalization to the fully strategic case (i.e., from normal
game forms to extensive game forms), and the connection with logical models for
the dynamics of preferences (Liu 2008).

Norm acceptance can also be considered a game played with other agents subject
to the same norm. This idea is explored in Ågotnes et al. (2007). An open question is
the complexity of deciding whether or not a normative system is a Nash-equilibrium
(or ‘Nash-implementation’), relative to a set of other normative systems.

Another interesting issue is how norms are created through agreement. Lorini and
Longin (2008) and Lorini et al. (2009) have proposed a logical model of collective
acceptance assuming that the existence and the dynamics of a norm depend on its
acceptance by the members of an institution (e.g. the existence and dynamics of the
rules of chess depend on their acceptance by chess players).

10.9 Permissive Norms

For a long time, it was naively assumed that permission can simply be taken as
the dual of obligation, just as possibility is the dual of necessity in modal logic.
Something is permitted if its negation is not forbidden. Nowadays in deontic logic a
more fine-grained notion of permission is used. The notions of explicit permission,
dynamic permission,2 and permission as exception to a pre-existing obligation are
also used. One main finding is that these normative concepts can all be given a well-
defined semantics in terms of Input/Output logic (Boella and van der Torre 2008;
Makinson and van der Torre 2003; Stolpe 1997, 2010). The main open problem
concerns their proof-theory, which is still lacking.

2A dynamic permission is forward-looking and is like a constitutional right − it sets limits on what
can be forbidden.
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10.10 Knowledge and Intentions

For a complete logical picture of rational agency, we need to study the interactions
of the deontic modalities with other motivational attitudes like desire and intention,
and with epistemic attitudes like belief and knowledge.

The ‘BOID’ architecture (Broersen et al. 2002, 2005) studies the interplay
between beliefs, obligations, intentions and desires in the formation of agent goals.
One of the issues discussed in the context of BOID is that the interplay between
‘internal’ motivations and ‘external’ motivations (originating from norms of the
agent’s social context), enables one to distinguish between several agent types. For
instance, a benevolent agent will give priority to norms, while an egocentric agent
will not. The difference between benevolent agents and egocentric agents shows
that the main issue here is ‘norm acceptance’. Benevolent agents are more willing
to internalize, or accept norms than egocentric ones.

In Broersen (2011) the relation between deontic modalities and epistemic
modalities is studied in the context of formalizing different modes of acting.
Different modes of acting are relevant in a deontic context, since the deontic status
of an act depends, for instance, on whether it is performed knowingly, intentionally,
deliberately, etc.

10.11 Constitutive Norms

In legal and social theory one encounters various types of norms. First of all there
are the regulative norms describing obligations, prohibitions and permissions. But
also there are so-called constitutive norms, which make possible basic ‘institutional’
actions such as the making of contracts, the issuing of fines, the decreeing of
divorces. Basically they tell us what counts as what for a given institution. An
example is that “cars count as vehicles” in a certain institution having to do with
traffic. As pointed out in Boella and van der Torre (2006a), constitutive norms
have been identified as the key mechanism to normative reasoning in dynamic and
uncertain environments, for example to realize agent communication and electronic
contracting.

Although the ‘count-as’ relation “X counts as Y in context C” was already
introduced by Searle (1969), the paper by Jones and Sergot (1996) is often credited
for having launched the area of logical investigation of constitutive norms. There,
the counts-as relation is viewed as expressing the fact that a given action “is a
sufficient condition to guarantee that the institution creates some (usually normative)
state of affairs”. A conditional connective ⇒s is used to express the “counts-as”
connection holding in the context of an institution s. In his thesis (2007) Grossi
disentangles various notions of counts-as, such as classificatory, proper classifica-
tory, and constitutive counts-as. He also treats their formal logical representations
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and axiomatisations (in modal logic), as well as their formal relations, and as such
clarifies and improves upon the seminal work of Jones and Sergot mentioned above
(also cf. Grossi et al. 2006).

When defining constitutive norms, the main issue is in defining their relation
with regulative norms. To this end, Boella and van der Torre (2006b) use the notion
of a logical architecture combining several logics into a more complex logical
system, also called logical input/output nets (or lions). Grossi (2007, p. 104) argues
that regulative norms may be viewed as a special case of constitutive norms by
employing some kind of Anderson’s reduction and putting Obligated(p) as “¬ p
counts as V”, where V stands for a violation atom. An approach combining a logic
of action and deontic ability with a counts-as connective is in Herzig et al. (2011b).

It is expected that deontic logic, as a field of study, will increasingly attract the
interest of researchers working in computer science, philosophy, legal theory and
even cognitive science. Deontic logic is at the center of many new developments
in computer science, motivated by the need to describe distributed interacting
autonomous systems at higher levels of abstraction. In philosophy, theories of
agency and action can only be seriously evaluated if normative aspects in the form
of responsibility, blame and excuse are added to the picture. In legal theory there is a
tendency towards formalization and automation and this cannot be achieved without
input from deontic logic. Finally, in cognitive science, computational models of the
mind might find inspiration in the models used to interpret systems of deontic logic,
and vice versa.
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